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INTRODUCTION

TEXTHAS PLAYED AN WIDE RANGE OF STILL CHALLENGING DEEP LEARNING
ESSENTIALROLEIN COMPUTER VISION-
HUMAN LIFE. BASED APPLICATIONS. Slgnlflcant. varlgtlon Derpand for datato
of text diversity, achieve satisfactory
. _ scene complexity, results in natural
Key tool for Rich and precise I o AR
communication and semantic (st
understanding of information '
the environment. embodied.
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PROBLEM STATEMENT

o ldentify texts in natural scenes provides environment
understanding and benefits the human-machine interaction.

o However, in real-world scenes, texts and objects rarely occur in
isolation. Occlusion is one of the recurring problems and represents
a severe threat to the system'’s performance.

o Even with Deep Neural Networks, little has yet been done in natural
settings due to the demand for data to achieve satisfactory results.
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STUDY OBJECTIVES

o General Objective: present a systematic methodology to implement occlusion
and generate large datasets of occluded scene text in natural images.
o To achieve the general objective, we define the following specific objectives:

v

< < < X

investigate the state-of-the-art in text detection and recognition;

evaluate the current effectiveness of baseline algorithms without any
occlusion;

propose a systematic methodology to generate a large dataset of occluded
scene text in natural images;

evaluate the current effectiveness of baseline algorithms under the generated
dataset;

validation and comparison of the benchmark models’ ability to handle
different occlusion levels.
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LITERATURE REVIEW
OCCLUSION

_ Extrmsm boundanes _ Intnnsnc boundanes

The human vision system
can complete intrinsic
contours with contextual
reasoning and prior
knowledge.

L

Source: Occluded Video Instance Segmentation (2021).

@CIBO
@/7e (JFACEPE ICDAR @comcl Qcnra ;

0 de Amparo a Ciénci Conselho Nac! m;: Desenvolvimento
eTecnlogia do Escdo 42 Pemambuc

a0 (i , Cminiee o Tocnon
DE PERNAMBUCO o LAUSANNE 2021



OCCLUSION

LITERATURE REVIEW

® Inreal-world scenes, texts and objects rarely occur in isolation.

® Occluded textinstances embody a critical threat to a scene text recognition system’s performance.

® Inthe pastyears, significant progress has been made in handle with occlusion in handwritten text recognition, video instance
segmentation, object detection and recognition, and image-to-image translation.
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(d) Crossed diagonal strokes Source: Occluded Video Instance Segmentation (2021).

Source: A deep learning approach to handwritten text recognition in the presence of struck-out text (2019).
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LITERATURE REVIEW
0CCLUSION

* For scene text detection and recognition, Bagi et al. (2020) proposed an end-to-end
trainable light-weight scene text spotter for cluttered environment.

(b)

Source: Cluttered TextSpotter: An End-to-End Trainable Light-Weight Scene Text Spotter for Cluttered Environment (2020).
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LITERATURE REVIEW
DATASETS OF TEXT IN NATURAL IMAGES

® The primary purpose is to achieve better performances in challenges such as
arbitrary shape, adjacent instances, and languages but none of the methods proposed
in state of the art focuses on images where a part of the text is missing due to
occlusion.

Baek et al. (2019) highlight how each of the works differs in constructing and using
their datasets and investigate the bias caused by the inconsistency when comparing
performance between different works.
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ISTD-0C DATASET

* The Incidental Scene Text Dataset - Occlusion, also named ISTD-OC, is derivated from the
irregular real-world dataset ICDAR 2015.
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ISTD-0C DATASET

OCCLUSION GENERATION METHOD

#1 For each image of the dataset, all
instances of text are occluded
| differently.
3 F\
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ISTD-0C DATASET
OCCLUSION GENERATION METHOD

The prediction was made considering the #2
proportion of the text sizein relation to the
original image. |

for each text box:
pbwW = wiW
pbhH = h/H
alpha =055

bw =axwxrand + (1- a) x w x ppwW

bh = a xw x rand + (1- a) x w x pbhH
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ISTD-0C DATASET

OCCLUSION GENERATION METHOD

The occlusion corresponds to a random part of the original |
image between 0 and 100%. In order to prevent the models
from learning patterns of equal regions of occlusion, we
added noiseto the RGB channels of the occlusion. #3

(a)

splenade

(b)
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EXPERIMENTATION

STD PLANNING

CRAFT’, EAST?, PAN3, and PSENet* were used for text detection evaluation.

Except for EAST and PSENet we used the corresponding pre-trained model directly from the
authors’ GitHub page trained on the ICDAR15 dataset.

For testing, the ISTD-OC has been used.
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EXPERIMENTATION

STR PLANNING

e For scene text recognition schemes, the deep learning-based techniques chosen are based on the
Baek et al. (2019)° study.

Input image X Normalized image X Visual feature V Contextual feature H Prediction Y
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Source: What s Wrong With Scene Text Recognition Model Comparisons? Dataset and Model Analysis (2019).

e Models such as CRNN, RARE, STAR-Net and ROSETTA were re-implemented with the proposed
framework and under consistent settings.

e All recognition models have been trained on combination of SynthText and MJSynth datasets. For
evaluating, 2077 occluded cropped word instances images of each occlusion level from ISTD-OC were
used.
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EXPERIMENTATION

EVALUATION METRICS FOR STD

e For scene text detection schemes, we chose to adopt the ICDAR protocol® and their standard
evaluation metrics: Precision(P), Recall (R) and F1-Score metrics.

e Precision and Recall are based on using the ICDAR15 intersection over union (loU) metric.

Area (G;N D;)

IOU - Area (GjU Di)

e F1-Score were used as follow:

PxR
P+ R

F1— Score=2x
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EXPERIMENTATION

EVALUATION METRICS FOR STR

For scene text recognition schemes, we chose to adopt the most common evaluation metrics in
STR systems: the word error rate (WER) and the character error rate (CER).

CER is defined as the minimum number of editing operations at the character level, considering the
respective ground truth. WER is specified in the same way, but when it comes to words.

Cis the total number of characters, and C, represents the number of correctly recognized
characters. In the similar way, WER is defined.

C

CER =~ WER = 1
C w
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RESULTS
EVALUATION OF STD APPROACHES

Precision
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RESULTS
EVALUATION OF STD APPROACHES

Recall
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RESULTS
EVALUATION OF STD APPROACHES

F1-Score
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RESULTS
EVALUATION OF STD APPROACHES

® Qualitative evaluation of text detection state-of-the-arte models on ISTD-OC. Each row presents a
sample of results for PSENet (a), EAST (b), CRAFT (c) and PAN (d) in levels of 20%, 40% and 80% of
occlusion. il - y

(@)

(b)

(c)

(d)
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RESULTS

EVALUATION OF STR APPROACHES

Character Error Rate {(CER)
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RESULTS

EVALUATION OF STR APPROACHES

® Samples of cropped word instances from ISTD-OC dataset under 10%(a), 40% (b), 60% (c) and (d) 70%
occlusion levels.

(a) (b)

(c) (d)
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CONGLUSIONS
FINAL CONSIDERATIONS

Automatically reading text in natural scenes has a tremendous practical value due to its potential applications in
numerous fields.

Recent datasets and competitions show that the community moves toward more challenging text recognition
tasks. However, it is still hard to assess the problem of incidental and diversified text detection and recognition

in natural scenes.

In this work, we investigated a selected number of state-of-the-art deep architectures for scene text detection
and recognition in case of occlusion.

As a proposal, we proposed a systematic methodology to generate occlusion, which resulted in the ISTD-OC
dataset.

The experimental results suggest that these existing deep architectures for STD and STR are far from the human
visual system's ability to read occluded texts in natural daily-life situations with little supervision learning.
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CONGLUSIONS
FUTURE WORKS

® Several areas may be helpful for further investigation as future works to this research. The
causes of these existing models' failure could be examined for further improvement of a single
and lightweight network for end-to-end scene text detection and recognition to handle
different levels of occlusion.

® Also, we should improve the way occlusion is generated, representing more real-world
scenarios.
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THANKS!

Do you have any questions?

{ags4,ebl2}@ecomp.poli.br; byron.leite@upe.br

You can access our Github repository here:
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